
SEM & Lavaan

Bang Quan Zheng
STAT 242

Multivariate Analysis with Latent Variables

October 11, 2019

1 / 47



Toy Data: Holzinger and Swineford (1939)

The classic Holzinger and Swineford (1939) dataset consists of mental
ability test scores of 7th- and 8th-grade children. There are 9
variables, which are the scores of 9 tests. We use this widely used
sample data to demonstrate the latent variable analysis.
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Example: Path Diagram (CFA)
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The Measurement Model

a visual factor measured by 3 variables: x1, x2, and x3
a textual factor measured by 3 variables: x4, x5, and x6
a speed factor measured by 3 variables: x7, x8, and x9
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The Measurement Model

Latent variable = indicator1 + indicator2 + indicator3
visual = x1 + x2 + x3
textual = x4 + x5 + x6
speed = x7 + x8 + x9
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Identification in SEM?

According to Bollen (1989: 88), "Investigation of identification begin
with one or more equations relating known and unknown parameters.
By "known" parameters, I do not mean that the exact values of the
parameters are known. Rather, I mean parameters that are known to
be identified." ..... "The ‘unknown’ parameters are the parameters
whose identification status is not known."
According to EQS manual, "If the parameters were subject to any
arbitrariness, it would be difficult to speak of them as true parameters
that are to be estimated, since a wondering target would be involved."
(p. 25)
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Identification in SEM?

3 latent factors
3 indicators per factor (3x3=9 indicators )
Data point = Px(P+1)/2
(9x10)/2= 45 data points
3 factor covariances, 9 factor loadings, 9 variances, the total is 21
free parameters
Degrees of Freedom= (number of data point - number of
parameter)
(45-21)= 24 degrees of freedom
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Why 45 data points?

Px(P + 1)

2
=

9(9 + 1)

2
= 45
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Why 45 data points?

Px(P + 1)
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Why 21 parameters?
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The Model Syntax
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Running the model in R

install.packages("lavaan", dependencies=TRUE)
library(lavaan)
data(HolzingerSwineford1939)
HS.model <- ?
visual= x1 + x2 + x3
textual = x4 + x4 + x5
speed = x7 + x8 + x90
fit<-cfa(HS.model, data=HolzingerSwineford193)
summary(fit)
Note that the functions of cfa() and sem() are the same in Lavaan
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Output-1
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Output-2
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Goodness-of-Fit Index Summary
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Standardized Values

N ∼ (0, 1)
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Standardized Values

N ∼ (0, 1)
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Standardized Values

N ∼ (0, 1)
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Standardized parameter estimates
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StandardizedSolution(fit)
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A Basic Logic of Covariance Structure Estimation

Σ is a model implied covariance matrix
S is a sample covariance matrix
SEM test statistic tests the degree to the sample covariance matrix S is
reproduced by the estimated model covariance matrix Σ̂ , by setting
Ho : Σ = Σ(θ̂)
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Estimators

Maximumum Likelihood Estimator

FML = log|Σ(θ)| − log|SN|+ tr(SNΣ(θ)−1)− p

Reweighted Least Squares (Browne, 1985)

RLS = tr[(S− Σ(θ))Σ̂−1
ML ]2

Regularized GLS (Arruda and Bentler, 2017)

RGLS = tr[(S− Σ(θ))Σ̂−1
REG]2
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ML Estimator–the default estimator in levaan

FML = log|Σ(θ)| − log|SN|+ tr(SNΣ(θ)−1)− p

θ̂ML = argmin FML(θ)

Therefore,
Σ(θ̂ML) = Λ̂Φ̂Λ̂

′
+ Ψ̂

Σ̂ML = Σ(θ̂ML)
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Other Estimator Options
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Other Estimators (R code)

22 / 47



Fixing covariances between latent factors (Diagram)
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Fixing covariances between latent factors (Output)
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Fixing covariances between latent factors (R code)

fit.HS.ortho <- cfa(HS.model,data =
HolzingerSwineford1939,orthogonal = TRUE)
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Fix all variances of latent variables

fit.HS.ortho <- cfa(HS.model,data = HolzingerSwineford1939, std.lv
= TRUE)
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Fix variances of latent variables
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Fixing selected parameters
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Fixing selected parameters
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Fixing selected parameters (R code)
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Fixing selected parameters (R code)
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Means Structure Model (path diagram)
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Means Structure Model (R code)
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Means Structure Model (output)

Note that we cannot estimate both the intercepts of LV and indicators
at the same time
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Extracting sample covariance matrix
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Means structure with fixed intercept values (R code)

EX. We want the means of x1, x2, x3, x4= 0.5
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Means structure with fixed intercept values
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Latent variables intercepts
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Latent variables intercepts
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Latent variables intercepts
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ML Robust Standard Errors Scaled Test statistics
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ML Robust Standard Errors Scaled Test statistics (R code)
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Missing values and standard errors

When we have missing values in data, we can use missing="ML"
command to fix them.
In this case, expected information will be used to calculate standard
errors. However, we can choose to calculate standard errors based on
observed information (Hessian information)
fit1 <- cfa(HS.model, data=HolzingerSwineford1939,
information="observed", estimator = "ML", se="robust.sem")
fit2 <- cfa(HS.model, data=HolzingerSwineford1939,
information="expected", estimator = "ML", se="robust.sem")
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Test Statistic Options

"standard", a conventional chi-square test is computed
"Satorra.Bentler", a Satorra-Bentler scaled test statistic is
computed
"Yuan.Bentler", a Yuan-Bentler scaled test statis-tic is computed.
"Yuan.Bentler.Mplus", a test statistic is computed that is
asymptotically equal to the Yuan-Bentler scaled test statistic
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Test Statistic Options (R code)
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Test Statistic Options–an example
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http://lavaan.ugent.be/tutorial/tutorial.pdf
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Thank You
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